Fisher’s linear discriminant (FLD) and support vector machine (SVM) in non-negative matrix factorization (NMF) residual space for face recognition
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A novel method of Fisher’s linear discriminant (FLD) in the residual space is put forward for the representation of face images for face recognition, which is robust to the slight local feature changes. The residual images are computed by subtracting the reconstructed images from the original face images, and the reconstructed images are obtained by performing non-negative matrix factorization (NMF) on original images. FLD is applied to the residual images for extracting FLD subspace and the corresponding coefficient matrices. Furthermore, features are obtained by mapping the residual image to FLD subspace. Finally, the features are utilized to train and test support vector machines (SVMs) for face recognition. The computer simulation illustrates that this method is effective on the ORL database and the extended Yale face database B.
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1. Introduction

Automatic face recognition plays an important role in our society and can be used in a wide range of applications, such as preventing unauthorized access or fraudulent use of ATMs, cellular phones, smart cards, workstations. The wide array of possible applications of face recognition has led to a continuous search for more precise algorithms and techniques [1–7]. However, since faces exhibit significant variations due to illuminations, pose and aging variations, a practical performance of automatic face recognition is dissatisfactory.

Principal component analysis (PCA) is a classical feature extraction and data representation technique widely used in the areas of pattern recognition and computer vision. It is also known as Karhunen–Loève method, and was successfully applied to face recognition by [1, 2]. However, PCA just makes the scatter of all the samples as large as possible, and does not take the scatter of the samples in the same class into
account. In order to overcome this drawback of PCA, Belhumeur et al. [3] proposed the FLD algorithm, which could make not only the scatter between classes as large as possible, but the scatter within a class as small as possible. And they have proved that FLD is insensitive to large variation in lighting direction in face recognition with the Harvard face database.

Based on the observation that the principal components corresponding to leading eigenvalues represent illumination variation rather than person identity [3, 8], and the residual images contain high-frequency components which are more insensitive to illumination change, Kim put forward a technology named “ICA in residual space” to avoid the bad recognition effect when the luminance and the pose in face were changed violently [9]. In their method, face features were extracted by ICA from residual images, which were obtained by subtracting reconstructed images with some primary components by ICA from the original face images, and were not sensitive to variation of luminance because it contained high frequency components, while luminance is the low frequency signal. To overcome the challenges arising from geometrical variations in face data, several local feature schemes, which represent a face image as the collection of facial component features, have been developed. Lee and Seung [6] proposed non-negative matrix factorization (NMF) to realize a parts-based representation because it allows only additive, not subtractive, combinations of basis components. Since a parts-based representation can naturally deal with partial occlusion and some illumination problems, it has received much attention recently.

In this paper, non-negative matrix describes the residual spaces of local facial components. It is well known that the first few eigenfaces represent illumination variation rather than identity, and most methods based on PCA have overcome illumination variation by discarding the projection to a few leading eigenfaces [9]. The space spanned after removing a few leading eigenfaces is called the “residual space”. In these spaces, a “residual face space” is represented by a collection of non-negative features to achieve robust recognition to the slight local feature changes. Furthermore, FLD is applied to the residual images for extracting FLD subspace and the corresponding coefficient matrices. Finally, the features are utilized to train and test support vector machines (SVM) for face recognition.

2. Relevant works

2.1. NMF algorithms

Denote the training set of $m$ face images by $V = [v_1, v_2, ..., v_m]$, $V \subset \mathbb{R}^{n \times m}$, each column of $V$ contains $n$ pixel values of one face image, and each image belongs to $c$ classes. NMF is a linear, non-negative approximate data representation [6], which refers to the decomposition of the matrix $V$ into two matrices $W \subset \mathbb{R}^{n \times r}$ ($r < m$) (basis images) and $H \subset \mathbb{R}^{r \times m}$ ($r < m$) (encoding coefficients), such that [6]

$$V \approx WH \quad (1)$$
NMF uses the divergence of $V$ from $Y$, defined as:

$$D(V \parallel Y) = \sum_{i,j} \left( v_{ij} \log \frac{v_{ij}}{y_{ij}} - v_{ij} + y_{ij} \right)$$

(2)

where $WH = Y = [y_{ij}]$. An NMF is defined as

$$\min_{H, W} D(V \parallel WH)$$

s.t. $W, H \geq 0$

$$\sum_{i=1}^{n} w_{ij} = 1 \forall j$$

(3)

This optimization can be done by using multiplicative update rules [6]:

$$W_{i\alpha} = W_{i\alpha} \frac{V_{i\mu}}{(WH)_{i\mu}} H_{\alpha\mu}$$

(4)

$$W_{i\alpha} = \frac{W_{i\alpha}}{\sum_{j} W_{j\alpha}}$$

(5)

$$H_{\alpha\mu} = H_{\alpha\mu} \frac{V_{i\mu}}{W_{i\mu}}$$

(6)

### 2.2. Fisher’s linear discriminant

FLD is a famous classifying method, which could make the scatter of samples more reliable for classification. Given sample $V = [v_1, v_2, ..., v_m], V \subset R^{n\times m}$, each column of $V$ contains $n$ pixel values of one face image, and each image belongs to $c$ classes. The between-class scatter matrix and within-class scatter matrix are defined as [3]:

$$S_b = \sum_{j=1}^{c} N_j (\mu_j - \mu_0)(\mu_j - \mu_0)^T$$

(7)

$$S_w = \sum_{j=1}^{c} \sum_{V_i \in V_j} (V_i - \mu_j)(V_i - \mu_j)^T$$

(8)

where $S_b$ is the between-class scatter matrix and $S_w$ is the within-class scatter matrix; $\mu_j$ is the mean vector of class $V_j$, and $N_j$ is the number of samples in class $V_j$; $\mu_0$ is the mean vector of all the samples $V = [v_1, v_2, ..., v_m]$. 
If $S_w$ is nonsingular, the optimal projection matrix $W_{opt}$ is chosen as [3]:

$$W_{opt} = \arg \max_W \frac{|W^T S_b W|}{|W^T S_w W|} = \left[ W_1 \ W_2 \ \ldots \ W_m \right]$$  \hspace{1cm} (9)

where $\{W_i | i = 1, 2, \ldots, m\}$ is the set of generalized eigenvectors of $S_b$ and $S_w$ corresponding to the $m$ largest generalized eigenvalues $\{\lambda_i | i = 1, 2, \ldots, m\}$, i.e.,

$$S_b W_i = \lambda_i S_w W_i, \quad i = 1, 2, \ldots, m$$  \hspace{1cm} (10)

If $S_w$ is singular, $W_{opt}$ is chosen as [3]:

$$W_{opt} = W_{fld}^T W_{pca}$$  \hspace{1cm} (11)

$$W_{pca} = \arg \max_W |W^T S_i W|$$  \hspace{1cm} (12)

$$W_{fld} = \arg \max_W \frac{|W^T W_{pca}^T S_b W_{pca} W|}{|W^T W_{pca}^T S_w W_{pca} W|}$$  \hspace{1cm} (13)

where $S_i$ is the total scatter matrix, defined by:

$$S_i = \sum_{i=1}^{m} (V_i - \mu)(V_i - \mu)^T$$  \hspace{1cm} (14)

2.3. Support vector machine

The SVM method achieves an optimal linear classifier in feature space, which is theoretically based on structural risk minimization (SRM) theory of statistical learning. It has been shown to provide higher performance than traditional learning machines and has been introduced as powerful tools for both pattern recognition and regression estimation problems [10]. This SVM learning possesses a linear classifier with minimum VC-dimension (machine complexity), thereby keeps low expected generalization errors. And for linear non-separable data, SVM uses a device called kernel mapping to map the data in input space to a high-dimensional feature space in which the problem becomes linear. Then the optimal decision function can be written as [11]

$$f(x) = \text{sgn} \left\{ \sum_{i=1}^{m} y_i \alpha_i K(x_i, x) + b \right\}$$  \hspace{1cm} (15)
where \( K(x_i, x) \) is the kernel function. The most commonly used kernel functions are polynomial, radial basis function (RBF) and sigmoid functions, as follows [11]

- Polynomial kernel: \( K(x, y) = \left( \gamma \langle x, y \rangle + b \right)^d \);
- RBF kernel: \( K(x, y) = \exp\left(-\gamma \|x - y\|^2\right); \)
- Sigmoid kernel: \( K(x, y) = \tanh\left( \gamma \langle x, y \rangle + b \right). \)

Previous content describes the basic theory of SVM for two class classification, and a multi-class pattern recognition system can be obtained based on the dichotomy SVMs. Usually there are two schemes for this purpose [12]. One is the one-against-all strategy to classify between each class and all the remaining; the other is the one-against-one strategy to classify between each pair. While the former often leads to ambiguous classification [13], we adopt the latter one for our face recognition system. And then, we employ RBF kernel function as a classifier in high-dimensional feature space, which leads to gratifying experimental results in the following experiments.

3. Face recognition based on residual space

Because illumination is the low frequency signal, and the residual images computed by subtracting the reconstructed images from the original face images contain the high frequency components of face, so the representation of residual images for face recognition is robust to the illuminate changes [14]. We found that NMF in the residual face space provides more efficient encoding in terms of redundancy reduction and robustness to slight local feature changes as well as illumination variation, owing to its ability to realize a parts-based representation. And then, a novel method of FLD + SVM in the NMF residual space is put forward in this paper. FLD is applied in facial residual space to gain the features, and the features are utilized to train and test SVMs for face recognition.

3.1. Preprocessing for face images

Before extracting features, we usually organize each image in the database as a long row vector, the dimension of which equals the number of pixels in the image. And then, we will do some preprocessing on the vector. It is very useful and necessary in face recognition.

The most basic preprocessing is to make \( X \) zero mean, by subtracting \( X \) by its mean. This course is called “centering” [15]. This processing is made only to simplify the algorithm. Another useful preprocessing is called “whitening” [15]. In this processing, \( X \) is multiplied by \( ED^{-1/2}E^T \), where \( E \) is the orthogonal matrix of eigenvectors of \( E_XX^T \) and \( D \) is the diagonal matrix of its eigenvalue. By transforming linearly the observed matrix \( X \), we obtain a new matrix \( \bar{X} \) whose com-
ponents are uncorrelated and whose variances equal unity, as $E\{\mathbf{X}\mathbf{X}^T\}$. The utility of whitening resides in the fact that new mixing matrix for $\mathbf{X}$ is orthogonal. In the rest of this paper, we assume that all image data have been preprocessed by centering and whitening.

3.2. Residual image based on NMF

After the normalized images have been obtained, we used them to gain the residual image. We used NMF to learn the basis images of the training set by the update rules described by Eqs. (4)–(6). Furthermore, features are extracted by mapping the testing image $\mathbf{X}$ to basis images $\mathbf{W}_j$ by Eq. (16) and they are utilized to reconstruct the images by Eq. (17), and $\mathbf{Y}$ is the reconstructed image

$$H = W^{-1}\mathbf{X}$$

$$Y = WH$$  \hspace{1cm} (16) \hspace{1cm} (17)

While the reconstructed face image with a few independent components lose the details and look like low-pass-filtered versions, the corresponding residual image contains high-frequency components and are less sensitive to slight local feature variation, and $\bar{\mathbf{X}}$ is the residual image

$$\bar{\mathbf{X}} = (\mathbf{X} - \mathbf{Y})^T$$  \hspace{1cm} (18)

Since these residual images still contain rich information for the individual identities, face features are extracted from these residual faces instead of the original faces. Figure 1 shows some original images, corresponding reconstructed images and residual images.

![Fig. 1. Original images (a), reconstructed images (b), and residual images (c).](image-url)
3.3. FLD + SVM in NMF residual space for face recognition

In this method, after the residual images are obtained by performing NMF on the original images, the FLD basic images and the corresponding coefficient matrix are obtained from the residual images. Furthermore, the features are utilized to train and test SVMs for face recognition. Figure 2 shows the flow chart of FLD + SVM in NMF residual space for face recognition.

The major steps in the face recognition are as follows.

Step 1. Randomly partitioned into a training set $V_{train}$ from face database and the rest is a testing set $V_{test}$;

Step 2. Use NMF to learn the basis images $W_{nmf}$ of the training set $V_{train}$ by the update rules described by Eqs. (4)–(6);

Step 3. Obtain the encoding coefficients $H_{train}$ based on Eq. (16), and then reconstruct image $Y_{train}$ based on Eq. (17);

Step 4. Subtract the reconstruction image $Y_{train}$ from the original image $X_{train}$ to get the residual image $\overline{X}_{train}$ by Eq. (9);

Step 5. Repeat Step 4 to get the residual images $\overline{V}_{train}$;

Step 6. Perform FLD in residual images $\overline{X}_{train}$, compute FLD basic images $W_{fld}$ and coefficient matrix $B_{train}$ by Eqs. (11)–(13);

Step 7. Map the test set $V_{test}$ to $W_{nmf}$ for extract features $H_{test}$;

Fig. 2. The flow chart of FLD + SVM in NMF residual space for face recognition.
Step 8. Reconstruct image $Y_{\text{test}}$ from the test set $V_{\text{test}}$ and then get the residual images;
Step 9. Map the test set $V_{\text{test}}$ to $W_{\text{fld}}$ for extract features $B_{\text{test}}$;
Step 10. Utilize the train set’s features $B_{\text{train}}$ to training SVMs;
Step 11. Utilize the test set’s features $B_{\text{test}}$ and SVMs to recognize a face.

4. Experiments

In order to validate the performance of our method, we carried out experiments in comparison with other schemes on two independent face databases (Fig. 3 shows some sample images from these databases), the ORL face database [16] and the extended Yale face database B [17]. Our experiments were carried out on a P4 3.0 GHz PC machine with 1 G memory, and the SVM classifier we adopted was OSU_SVM [18] which implements a Matlab interface to LIBSVM [19].

4.1. Experiment using the ORL face database

The first set of experiments was carried out using the ORL database. The ORL face database was composed of 400 images of size 112×92. There were 40 persons, 10 images for each person. The images were taken at different times, varying lighting slightly, facial expressions (open/closed eyes, smiling/non-smiling) and facial details (glasses/no-glasses). All the images were taken against a dark homogeneous background. The faces were in up-right position of frontal view, with slight left-right out-of-plane rotation. Each image was linearly stretched to the full range of pixel values of [0, 255]. On each benchmark, we reduced the face images size from 112×92 to 24×24 for efficiency by using the general function of Matlab, imresize.

Each set of 10 images of a person was randomly partitioned into a training set of five images and a testing set of the other five images. The training set was used for
calculating basis images, which was for obtaining residual images and their features. Afterward, we used two ways as forenamed for face recognition by using these features. Such procedures were repeated for fifty times, and their results were fifty groups of data. For each group, we calculated the reconstruction images by NMF versus the number of basis images 1, 2, 3, 4, 5, 6 and got the residual images by subtracting the reconstruction images from the original images. And then, the features had been extracted by FLD and PCA versus the number of basis images 30 from the residual images, which were utilized to realize the face recognition based on the nearest neighbor (NN) classification and SVM classification. The results are shown in Fig. 4.

It can be seen from Fig. 4, with the ascending of the number of NMF basis images, that the recognition accuracy descends. The maximal recognition accuracy was obtained when the number of NMF basis images is 1, and so that the number “1” was selected as the number of NMF basis images. Furthermore, we also compared

<table>
<thead>
<tr>
<th>Recognition method</th>
<th>Recognition accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>NMF [6]</td>
<td>92.12</td>
</tr>
<tr>
<td>FLD [4]</td>
<td>97.50</td>
</tr>
<tr>
<td>FLD + SVM</td>
<td>97.70</td>
</tr>
<tr>
<td>ICA in residual space of ICA [9]</td>
<td>95.50</td>
</tr>
<tr>
<td>NMF in residual space of ICA [20]</td>
<td>96.00</td>
</tr>
<tr>
<td>FLD in residual space of NMF</td>
<td>97.80</td>
</tr>
<tr>
<td>PCA in residual space of NMF</td>
<td>97.00</td>
</tr>
<tr>
<td>PCA + SVM in residual space of NMF</td>
<td>98.20</td>
</tr>
<tr>
<td>FLD + SVM in residual space of NMF</td>
<td>99.00</td>
</tr>
</tbody>
</table>
our method with other published face recognition methods on the ORL database. The results are shown in Tab. 1.

It can be seen from the experimental results that the average recognition accuracy rate of FLD in residual space of NMF is 94.38% and that of FLD + SVM in residual space of NMF is 95.56%, while that of traditional NMF is 89.67%, that of traditional FLD is 93.82% and that of NMF in residual space of ICA is 91.25%. The recognition accuracy of our method is much higher than that of NMF and that of traditional FLD and a little higher than that of other residual space methods under the same experiment conditions. The experiment results indicate that FLD for face recognition based on NMF residual images method improve the recognition rate upon the other face recognition methods with residual space.

4.2. Experiment using the extended Yale face database B

The extended Yale face database B was first reported by Georgiades et al. [21], and now it is composed of original image database and cropped image database. The cropped image database was reported by Lee et al. [17]. In this database, there were 38 persons, 65 images for each person, all image data were manually aligned, cropped, and then resized to images 168×192. In addition, because an image with ambient (background) illumination was captured in this database and some images were destroyed in download samples, we removed some images form the database and reduced the images number of each person to 60 for our experiment. And then, on each benchmark, we reduced the face images size from 168×192 to 42×48 for efficiency by using the general function of Matlab, imresize.

In the same way as on ORL face database, each set of sixty images of a person was randomly partitioned into a training set of thirty images and a testing set of the other thirty images. The face recognition progress was repeated for fifty times, the number of NMF basis image was 1 and the feature dimension of FLD was 30. Correspondingly, the basis images’ numbers of PCA and ICA were 30, too. For comparison, we showed the results of our method with other published face recognition methods in the same Table 2. Comparison of our method and other methods on the extended Yale face database B.

<table>
<thead>
<tr>
<th>Recognition method</th>
<th>Recognition accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
</tr>
<tr>
<td>NMF [6]</td>
<td>90.88</td>
</tr>
<tr>
<td>FLD [4]</td>
<td>91.67</td>
</tr>
<tr>
<td>FLD + SVM</td>
<td>95.00</td>
</tr>
<tr>
<td>ICA in residual space of ICA [9]</td>
<td>75.25</td>
</tr>
<tr>
<td>NMF in residual space of ICA [20]</td>
<td>89.76</td>
</tr>
<tr>
<td>PCA in residual space of NMF</td>
<td>78.86</td>
</tr>
<tr>
<td>PCA + SVM in residual space of NMF</td>
<td>93.77</td>
</tr>
<tr>
<td>FLD in residual space of NMF</td>
<td>91.84</td>
</tr>
<tr>
<td>FLD + SVM in residual space of NMF</td>
<td>95.53</td>
</tr>
</tbody>
</table>
table. All the compared methods used the same training and testing data. The results are shown in Tab. 2, which indicate that FLD + SVM in residual space of NMF for face recognition is effective, and our method has advantage in recognition rate when compared with other tradition face recognition methods.

It can be seen from the experimental results that FLD + SVM in NMF residual space for face recognition is better than other methods, because the representation of “residual space” for face recognition is robust to the slight local feature changes. In reference [9], the authors proposed an “ICA in the residual face space” method for face recognition, and testified it is robust to illumination and pose variation, because of the ability of ICA to represent non-Gaussian statistics. NMF is distinguished from the other subspace methods by its use of non-negativity constraints. These constraints lead to a parts-based representation because they allow only additive, not subtractive, combinations [6]. For these reasons, the NMF residual space is more robust to the slight local features changes of face image.

In this paper, we used NMF for residual face space, FLD was adopted to extract features from this space, and SVM was classified for face recognition. From the results we can see, for the cropped image of extended Yale face database B, that there is no clear improvement between FLD + SVM in NMF residual space and FLD + SVM. However, for the ORL database, the recognition rate advancement of our method is significant. The experimental results show that the accuracy of face recognition is significantly improved by the proposed method under slight local features changes.

5. Conclusions

Based on the residual space of NMF, a novel method of FLD and SVM is put forward. It is testified that the representation of “residual space” for face recognition is robust to illumination and pose changes. In this method, the residual images are obtained by performing NMF on the original image, which is more robust to the local feature changes. And then, the FLD basic images and the corresponding coefficient matrix are obtained from the residual images. Furthermore, the features are utilized to train and test SVMs for face recognition. The experiment results on ORL face database and the extended Yale face database B show that the proposed method based on FLD in facial residual space achieves better recognition as compared with the other methods based on residual space.
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