In order to simplify the optical setup and the encryption process, a diffractive-imaging-based optical encryption system using a single diffraction pattern is proposed. A predesigned binary mask is placed before the plaintext in the encryption process, and three randomly distributed phase only masks are placed in the optical path. Only one diffraction pattern needs to be recorded as ciphertext by CCD. In the decryption process, an iterative phase retrieval algorithm is applied, in which the predesigned binary mask acts as a support constraint in the input plane. After the iterative process, an interpolation operation for the zero-valued pixels is also implemented. The effectiveness and robustness of the proposal are demonstrated by numerical simulation results.
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1. Introduction

Over the past decade, there has been a steadily growing interest in the development of cryptosystems based on optical techniques. The most famous one is the double random phase encoding (DRPE) invented by Réfrégier and Javidi [1], in which a primary image can be converted into stationary white noise by two random phase masks (RPMs), one placed in the input plane and the other in the Fourier plane. In addition to DRPE, many algorithms and infrastructures [2–18], such as fractional Fourier transform [2, 3], Fresnel transform [4], and gyrator transform [5, 6], have been further developed. Although these methods have been proved to be effective and feasible, encryption results of them are complex values and should always be recorded by interferometric equipments, which require strictly stable environment. Moreover, since many of these approaches are linear, they have been demonstrated to be vulnerable to cryptographic attacks [19–22].

To deal with these problems, people proposed to employ diffractive imaging schemes based on a single wave-propagation path to substitute DRPE and its derivatives. The first
optical cryptosystem based on diffractive imaging is proposed by Wen Chen et al. [23] and afterwards some derivative architectures are further invented [24–27]. These methods enable one to retrieve the primary image from several intensity patterns, as a result of which the interferometric optical path is avoided and the stability of the encryption environment has been exceedingly undemanding. Nevertheless, in order to exactly recover the plaintext, at least three diffraction patterns should be recorded as ciphertexts in these methods; therefore both the encryption and decryption procedures become rather complicated. So more convenient and effective approaches are developed and presented.

Lately, we have proposed several diffractive-imaging-based optical encryption systems that only need to record one diffraction pattern in the encryption process [28–30]. In the encryption system proposed in [28], redundant data is digitally appended to the primary image before a standard encryption procedure, as a result of which the encryption efficiency is reduced. We have proposed a single-intensity-recording optical encryption technique with the help of QR code [29]. In this encryption technique, the information to be encrypted is first transformed into a QR code by means of worldwide free available software, and then encrypted by a 4-f system. The diffraction pattern is recorded by a charge-coupled device (CCD). Unfortunately, the information to be encrypted can only be four standardized kinds of data (numeric, alphanumerical, byte/binary, etc.), and the data size is limited by the QR code. We have also proposed a simplified optical encryption approach using a single diffraction pattern in a diffractive-imaging-based scheme in [30]. The plaintext can be recovered using a single diffraction pattern in this approach. However, the decryption process, formed of two iterative cycles, is rather complicated.

In this paper, we propose a novel method that is able to retrieve the primary image from a single diffraction pattern. In the proposed method, the plaintext is attached to a predesigned binary mask, and three random phase masks are used in the optical path. Only one diffraction pattern is captured as ciphertext by CCD. During decryption, a phase retrieval algorithm is executed, in which the predesigned binary mask serves as a support constraint in the input plane. The simulation results demonstrate the effectiveness and robustness of the proposal.

2. Theoretical analysis

2.1. Encryption process

Figure 1 shows a schematic experimental setup for the proposed diffractive-imaging-based optical encryption method. A collimated plane wave with a wavelength of $\lambda$ is first generated and is used to illuminate the plaintext image. A predesigned binary mask $P$, which only has two values 0 and 1, is placed just before the plaintext. Since the plaintext image is multiplied by the predesigned binary mask, parts of the pixels in the plaintext are restricted to zero. It is worth noting that the predesigned binary
mask can be embedded in a spatial light modulator (SLM). Thereafter, the diffractive field emerging from the primary image is modulated by three statistically independent phase-only masks $M_1, M_2,$ and $M_3$, which are randomly distributed in $[0, 2\pi]$. The diffractive intensity pattern in the output plane is captured by a CCD. For convenience, symbols $(x, y)$, $(\eta, \xi)$, $(p, q)$ and $(\mu, \nu)$ are used to denote coordinates of the plaintext image, $M_2$, $M_3$, and the CCD plane, respectively.

In the Fresnel approximation, wave propagation between the input plane and the phase-only mask ($M_2$) plane can be described by [4, 31]

$$g(\eta, \xi) = \frac{\exp(jkz_1)}{j\lambda z_1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(x, y) f(x, y) M_1(x, y) \times$$

$$\times \exp \left\{ j \frac{k}{2z_1} \left[ (x - \eta)^2 + (y - \xi)^2 \right]\right\} \, dx \, dy$$

(1)

where $P(x, y)$ denotes the binary mask, $f(x, y)$ denotes the plaintext, $M_1(x, y)$ denotes the first phase-only mask, $g(\eta, \xi)$ denotes the wave front just before the second phase-only mask $M_2$, $j = \sqrt{-1}$, $\lambda$ is light wavelength, wave number $k = 2\pi/\lambda$, $z_1$ denotes axial distance. For the sake of simplicity, Eq. (1) can be rewritten as [28]

$$g(\eta, \xi) = FrT_{\lambda} \{ P(x, y) f(x, y) M_1(x, y); z_1 \}$$

(2)

Therefore, the diffraction intensity pattern recorded by CCD can be described as

$$I(\mu, \nu) = |FrT_{\lambda} \{ FrT_{\lambda} \{ g(\eta, \xi) M_2(\eta, \xi); z_2 \} M_3(p, q); z_3 \} |^2$$

(3)

where symbol $| |$ denotes the modulus operation. The recorded intensity pattern $I(\mu, \nu)$ is saved as ciphertext. The encryption process can be implemented optically. An optical setup for encryption is shown in Fig. 2. SLM_1 displays the predesigned binary mask, and the plaintext is displayed in SLM_2. SLM_3, SLM_4 and SLM_5 display the three random phase masks $M_1, M_2$ and $M_3$, respectively. The optical setup is illuminated by

Fig. 1. A schematic experimental setup for the proposed diffractive-imaging-based optical encryption method.
a uniform plane wave, and the diffraction intensity pattern (i.e., ciphertext) can be captured by CCD camera in the output plane.

For only one diffraction intensity pattern is recorded in the encryption process, the interferometric optical path is unnecessary. Consequently, the optical setup is simplified. Moreover, due to the linearity characteristic, the DRPE-based optical encryption scheme is vulnerable to cryptographic attacks, such as known-plaintext-attack (KPA) and chosen-plaintext-attack (CPA). On the contrary, the proposed method only needs to record the amplitude component of the diffraction light field, and the phase component is discarded, as a result of which the linearity characteristic of the proposal is broken. Therefore, the proposed scheme can well resist conventional cryptographic attacks.

2.2. Decryption process

Because only the diffraction intensity pattern without phase distribution is recorded as the ciphertext, the plaintext cannot be recovered by using the inverse of the encryption process. As a result, an iterative phase retrieval algorithm is usually applied between real and reciprocal spaces to recover the plaintext. However, it has been stated that phase retrieval algorithm will encounter the stagnation problem when two or less intensity patterns are used [25]. In the proposed method, the predesigned binary mask serves as a support constraint in the input plane, which helps overcome the stagnation problem.

The iterative decryption process can be described as follows:

First, assume an initial random or constant real-valued distribution $f(x, y)$, $n = 1$ for the plaintext, and a support constraint in the input plane is applied by using the predesigned binary mask $P(x, y)$

$$ \hat{f}_n(x, y) = P(x, y) f(x, y) $$

(4)
– Propagate forward to the CCD plane [28], and the wave front in the output plane is calculated by
\[
O_n(\mu, \nu) = FrT_\lambda \left\{ FrT_\lambda \left[ FrT_\lambda \left[ \hat{f}_n(x, y) M_1(x, y); z_1 \right] M_2(\eta, \xi); z_2 \right] M_3(p, q); z_3 \right\}
\]
(5)
– Apply a support constraint in the output plane with the square root of the intensity pattern:
\[
\hat{O}_n(\mu, \nu) = \left[ I(\mu, \nu) \right]^{1/2} \frac{O_n(\mu, \nu)}{|O_n(\mu, \nu)|}
\]
(6)
– Propagate back to the input plane:
\[
f_{n+1}(x, y) = \left\{ FrT_\lambda \left\{ FrT_\lambda \left[ \hat{O}_n(\mu, \nu); -z_3 \right] M_3^*(p, q); -z_2 \right\] M_2^*(\eta, \xi); -z_1 \right\}
\]
(7)
– The iterative error between \( f_{n+1}(x, y) \) and \( \hat{f}_n(x, y) \) is calculated to judge whether the iterative process should be stopped
\[
\text{Error} = \sum_{x, y} \left[ |f_{n+1}(x, y)| - |\hat{f}_n(x, y)| \right]^2
\]
(8)

The decryption process is a gradual process of convergence. The iterative error decreases at each iteration cycle. The iterative process continues until the iterative error is smaller than a preset threshold \( \delta \) (for example, \( \delta \) can be set to be 0.0001).
– After the above iterative process, we can obtain a retrieved image which is similar to the plaintext. However, the retrieved image is different from the plaintext, for parts of the pixels in the retrieved image are restricted to zero because of the binary mask that is attached to the plaintext. In order to recover the exact original image, an interpolation operation for the zero values is also implemented. Image interpolation is widely used and studied in digital image processing [32–34]. There are many types of interpolation methods, such as traditional interpolation [32] and edge-based interpolation [33, 34]. For the simplicity of the algorithm, we apply the bilinear interpolation method, one of the most commonly used image interpolation method, to modify the zero-valued pixels in the retrieved image. In the bilinear interpolation method that is applied in our proposal, the zero-valued pixel can be substituted by its adjacent pixels as
\[
f(x, y) = \frac{1}{4} \left[ f(x - 1, y) + f(x, y - 1) + f(x, y + 1) + f(x + 1, y) \right]
\]
(9)

It is well-known that adjacent pixels have strong correlation. As a result, the zero values can be modified after the bilinear interpolation operation. It can be seen from
the simulation results in Section 3 that the correlation coefficient (CC) [29] between the decrypted image and the plaintext is close to 1. Note that, if a more complicated interpolation method is applied, the CC value between the decrypted image and the plaintext will be closer to 1.

2.3. Design of the binary mask

From the description of the encryption and decryption processes, it can be seen that the predesigned binary mask plays an important role in recovering the plaintext. The predesigned binary mask serves as a support constraint in the input plane, which helps solve the stagnation problem. Meanwhile, the binary mask attached to the plaintext causes parts of the iteratively retrieved image be zero, which need to be substituted by its adjacent pixels. Therefore, the design of the binary mask needs to meet the following two restrictions: i) the values of edge pixels must be 1; ii) in the binary mask, the pixels valued 0 are surrounded by the pixels valued 1. Only when the above two restrictions are met, can all the zero valued pixels in the retrieved image be modified by the interpolation method. Therefore, the best decryption quality can be achieved.

3. Numerical simulations

Numerical experiments are performed under MATLAB 7.1 environment to verify the validity of the proposed method. A collimated plane wave (\(\lambda = 633\) nm) is used in the simulation. The pixel size of CCD camera is 2.5 \(\mu m\). Axial distances between phase only masks are set as \(z_1 = z_2 = z_3 = 50\) mm. The threshold \(\delta\) in the iterative retrieval algorithm is predefined as 0.0001. The plaintext (\textit{Lena}) with 512\(\times\)512 pixels is shown in Fig. 3a. The predesigned binary mask is shown in Fig. 3b, where the black pixels represent zero while the white pixels represent one. The enlarged view of the dashed box in Fig. 3b is shown in Fig. 3c. It is clear that the predesigned binary mask satisfies the two restrictions that are described in Section 2.3. The real part of a phase only mask (\(M_1\)) is shown in Fig. 3d. The diffraction intensity pattern captured by CCD (\textit{i.e.}, ciphertext) is shown in Fig. 3e. It can be seen that the plaintext is fully hidden after the encryption process, and no information about the plaintext can be observed. Figure 3f shows the retrieved image after the phase retrieval algorithm, part pixels of which are restricted to 0. After the interpolation operation, we can get the final decrypted image, which is shown in Fig. 3g. Figure 3h shows the curve of CC value between the plaintext and the decrypted image. The final CC value reaches 0.9994. It is very close to 1, which means the plaintext has been exactly retrieved. As a comparison, the CC value between the plaintext (Fig. 3a) and the retrieved image without interpolation operation (Fig. 3f) is also calculated, and the value is 0.7774. It can be seen from the two CC values that the interpolation operation is essential for improving the quality of the recovered image.
We also investigate the mean square error (MSE) [9] and peak signal-to-noise ratio (PSNR) of the decrypted image, and

\[
\text{PSNR} = 20\log\left(\frac{L}{\sqrt{\text{MSE}}}\right)
\]  

(10)

where \(L\) is the maximum possible pixel value of the image. After 2000 iterations, the eventual MSE and PSNR are \(4.1602 \times 10^{-5}\) and \(91.9397\), respectively. All these parameters show that the difference between the plaintext and the decrypted image is very small, and high decryption quality is obtained.

The number of the pixels valued zero in the predesigned binary mask affects the convergence rate of a phase retrieval algorithm. In order to facilitate the description,
a parameter $\rho$ is introduced for quantitatively describing the zero values in the binary mask, which is defined as

$$\rho = \frac{\text{Number of pixels valued zero}}{\text{Number of total pixels}} \times 100\%$$ (11)

Figure 4 shows the curves of CC value between the plaintext and the decrypted image when $\rho$ takes the values of 16.5%, 11.0% and 8.3%. The eventual CC values after 2000 iterations are 0.9991, 0.9994 and 0.9995, respectively. Obviously, the bigger the parameter $\rho$ is, the faster the convergence rate is. This is because a bigger $\rho$ means more pixels in the plaintext are restricted to zero to act as the support constraint in the input plane, thus consequently the convergence rate can be enhanced. However, the eventual CC value decreases slightly along with the increase of $\rho$, because more pixels need to be modified by the interpolation operation.

We can infer from the description of the decryption process that the predesigned binary mask plays an important role in solving the stagnation problem. Therefore, the performance of the binary mask is also investigated. Figure 5a is the binary mask

Fig. 4. The curves of CC value between plaintext and decrypted image when $\rho$ takes different values.

Fig. 5. Performance of the binary mask. The binary mask used for decryption (different from the binary mask used for encryption, shown in Fig. 3b) (a), decrypted image after 2000 iterations (b), and the curves of CC value (c).
that is used for decryption, which is different from the one used for encryption. Figure 5b shows the decryption result obtained after 2000 iterations, when the binary mask used for decryption is different from the correct one, for which the CC value is 0.5720. The curve of CC value between the plaintext and the decrypted image is shown in Fig. 5c. Based on this phenomenon, the proposed scheme can act as a hierarchical image encryption system, where the users with different levels can decrypt the images with different resolutions. Only those with this binary mask can obtain the explicit plaintext (see Fig. 3g). On the contrary, the low level users can only obtain the rough image of the plaintext (see Fig. 5b).

Performance of security keys, such as three phase only masks, is further analyzed during image decryption. The decryption result is shown in Fig. 6a, when one phase only mask ($M_1$) is incorrect. The obtained CC value is within the range of $[-0.0011, 0.0047]$,
as shown in Fig. 6b. Simulation results for incorrect $M_2$ and $M_3$ are similar with that for incorrect $M_1$, which are not present here for the sake of brevity. Furthermore, the decryption results are sensitive to the encryption parameters, such as axial distances and light wavelength. Therefore, the performance of encryption parameters is also demonstrated. Figure 6c shows the decryption result obtained after 2000 iterations, when there is an error of 0.5 mm in the axial distance $z_1$. In this case, the obtained CC value is within the range of $[-0.0040, 0.0024]$, as shown in Fig. 6d. Figure 6e shows the decryption result obtained after 2000 iterations, when there is an error of 10 nm in wavelength during image decryption process. In this case, the obtained CC value is within the range of $[-0.0041, 0.0015]$, as shown in Fig. 6f.

The ciphertext may be contaminated in the transmission path. Therefore, the robustness of the proposed method against noise and occlusion attacks is also investigated. A noise contaminated ciphertext is shown in Fig. 7a. The addictive noise [29] is generated by \{Mean[I(\mu, \nu)]SNR^{-1}VA\}, where Mean – a mean value of the ciphertext,

![Figure 7](image)

Fig. 7. The simulation results under noise attack (a–c), and the simulation results under occlusion attack (d–i). The contaminated ciphertexts (a, d, g), the decrypted images (b, e, h), and the curves of CC value between plaintext and decrypted image (c, f, i).
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VA – a 2D variable randomly distributed in a range of \([-0.5, 0.5]\), and SNR – signal-to-noise ratio, which is set to be 4 in this simulation. The decrypted image under noise attack is shown in Fig. 7b. The relationship between the iteration number and the CC value is shown in Fig. 7c. The maximum of the CC value is 0.9029. Figure 7d shows a ciphertext with 13% occlusion. The decrypted image using this occluded ciphertext is shown in Fig. 7e. The relationship between the iteration number and the CC value is shown in Fig. 7f, in which the maximum of the CC value is 0.4677 during the iteration process. We also increase the occlusion percentage to 50% in order to further show the performance of the method. The corresponding simulation result is shown in Figs. 7g–7i. We can infer from the simulation result that even though half of the ciphertext is missing, slight information of the plaintext can be obtained, and the maximum of the CC value is 0.1944 during the iteration process. It can be seen from the simulation results that most information about the plaintext can be obtained when the proposed method suffers from noise and occlusion attacks.

Compared with the previously proposed encryption methods based on diffraction imaging, our proposal has three advantages:

1) Compared with the schemes in [24–27], only one diffraction pattern needs recording in the encryption process, which simplifies the encryption and decryption procedures. Moreover, the optical setup is simplified, since no movements of the elements are required in the encryption process.

2) Unlike the diffractive-imaging-based encryption method that we proposed in [28], the proposed method does not require appending data to the plaintext. Thus, the encryption efficiency is improved.

3) The proposed method can act as a two-level image encryption approach, where those with and without the predesigned binary mask can decrypt different resolution images. On the contrary, there are also some disadvantages in the proposed method: i) Since parts of the pixels in the retrieved image are established using the image interpolation method, the retrieved image is not exactly the same as the input image. It can be seen from the above simulation that the CC value between the plaintext and the decrypted image is close to 1, but not equal to 1. ii) Compared with the schemes that record multiple diffraction intensity patterns as ciphertexts, the convergence rate of the iterative decryption process in the proposed method is very slow because less support constraint is utilized. As a result, more researches are needed in the future to further improve the performance of the optical encryption approach.

4. Conclusion

In this paper, we propose a novel diffractive-imaging-based optical encryption method, in which only single diffraction pattern needs to be recorded as ciphertext. The encryption process can be implemented either optically or digitally. Neither interferometric structure nor movement of the elements is required. As a result, the optical setup is greatly simplified. The simulation results show that the proposal can realize gray-
scale image encryption and decryption. Meanwhile, the robustness of the proposal against noise and occlusion attacks is also demonstrated.
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